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ABSTRACT

Model experiments were used to evaluste CFD
smulations of a high-speed plaming vessel. Fluent
(v5.3) was used to simulate the flow sround & planing
vessel ot sieady speed through calm water using 3D
pngtructured  hvbrid  grids with  hanging node
refinement. Force and moment daa from the
simulations were used in an ierative scheme 1o
determine the dynamic equilibrium position of the
model a1 selected speeds. The numerical results are
compared with éxperimental data from model tests.
The strengths and weaknesses of the numericd
approach are discussed.

INTRODUCTION

Performance prediction is an important part of vessel
design. Common methods for predicting planing hull
performance include using empirical equations and
model testing Empirical equations are often only
applicable to similar hull types over a small range of
parameters, while model testing is often prohibitively
expensive, particularly for  small craft. Ever
increasing computer power is making the use of
m-:l:q:ul.l.unul fluid dynamics (CFD) as a
performance prediction ol a practical alternative.
This paper presents the results of a study 1o use CFD
to evaluate the performance of a highspeed planing
vessel moving at steady spesd throwgh calm water,
After a review of the state-of-the-art in CFD
methods (Thormhill, 2002) it was decided that an
urstructured, multiphase, finite volume code
employing the volume-of-fluid (VOF) method for
free surface capturing would be used for the stady.
The use of & commercial CFD code was found o be
the best aliernative as they are publely available,
generally undergo extensive validation, have a wide
improvemnents, The code chosen was Floent (v3.3).
Fluent could not, however, be used 1w directly
simulate the behaviour of a planing vessel. The

performance of a high-speed vessel is intimately
linked 1o the onentation of the hull at speed, which
cannot be kmown a priori. Planing bulls rise and
change trim angle in response to the pressure field
generated by the flow. In order 1o solve for these
changes in hull position, the simulation method had
o ensure that dymamic equilibrium was achieved in
terms of lift amd wimming moment. This was
accomplished with an iterstive scheme wherein the
flow field was solved for discrete hull orientations
that were then adjusted based on force and moment
results until the conditions of equalibnum were met.

The work began wath a set of physical model
experimenis o provide the bascling o which the
numerical results could be compared. Three sets of
simulations were then performed to cvaluate the
prediction method, The first set fixed the bull
orientation to maich the im and vertical position
measured in the physical experiments. This was
exccuted W provide a direct comparison of the
numerical results 1o the physical results. A second set
of simulations was then performed where only the
equilibrium condition of lifi was satisfied. Trim
angles remained fixed ot the experimental values.
These were used to examing the influence of sinkage
on the results. The last sei of simulations solved for
equilibrium 6 both lift and wimming moment and
represent the results of predictions that would be
produced without the benefit of physical experiments.

A bref description of the physical model
experiments is given, followed by a description of the
numerical approach. Results of the simulations are
then given along with a discussion, and a companson
with the physical model results,

BACKGROUND

Savitsky (1964) discussed the basic hydrodynami
characteristics of prismatic planing hulls. Based on
previously published work, empincal equations for
lift, drag. wetted arca, cenler of pressure, amd
porpoising limits as functions of speed, rim angle,



configarations (displacement and longinadinal center
of gravity) over a range of speeds. Measurements
were made of tow force, ranning trim and sinkage,
hull pressures, wetted lengths and surface area, as
well as detailed wave profiles. Additional tests were
done to measure the boundary layer profiles af two
locations alomg the hull using a laser Doppler
velocimeter,

The planing hull used was a 1:8 scale model of a
full scale vessel cumently in operation. The hull
surface, shown in Figure |, was marked wiath station
numbers on the bottom and port side. Knife edges
exiending Imm from the hull surface were fimed
along the chines 1o promote flow separation. The bull
wis nod prismatse but did have s simple shape as
shown in Figure 2. This cross section was constant
fram the transom for about 2/3 the length of the hull.
A small flat bottom area at the centerling wms 1o a
low deadrise of 5.9°. This deadrise then fums sharply
o 40.8% near the chine {see Figare 2.

Figuare |: Model Hull (LOA = 1.475m).
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Figure 2: Model Hull Cross Section.

The model was free 1o heave, pitch and roll but
was restrained im yaw. The tow point was located
22 cm forward from the transom and 5cm above the
tested, only the design ballast condition was
condition consisted of a model displacement of
29.6 kg with a center of gravity located 53.4 em from
the transorm, and 2.6 cm above the baseline, Resting
draft at the wow point measured 6.7 cm with a boweup

trim angle of 1.1%. The model was tested for speeds at
intervals of 0.5 m's up o 7.0 m's.

NUMERICAL APPROACH

The Fluent (v5.3) CFD software is & finite volume

code using the VOF method for free surface

capturing. It includes several turbulence models and
supports fully unstructured hybnd adaptive meshes.

Though later uwsed io solve for the dynams

equilibrium position of the hull &t speed, the code

was first tested to see if it could simulate the flow
around & planing hull in general.
During this twesting phase, combinations of
were examined, many of which created
divergent solutions. The following are some of the
conclusions from this study:

s Although the problem was of & sieadystate flow, &
trandient solution scheme was necegsary.

« Time steps needed to be very small o avoid
divergence (~0.001 seconds).

# The solution had io progress for some time in order
for pressure-induced forces w stabilize (~2500
time steps). Figure 3 shows an example of lift force
history of a typical simulation.

¢ Turbulence models such as the Spallant-Allmaras
and k-¢ models could not be used in their standard
forms as they created excessive turbulence
generation af the air'water interfsce on the hull
bottom that quickly led 1o divergence.

+ When using an unstructared mesh that does not
have clement faces that coincide with the calm
water surface (i.e. clements sporadically crossed
the initial airfeater boundary), care had 1o be taken
to ensure these elements were assigned the comect
volume fraction when initializing for the firt
ileration.
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Figure 3: Lift Force History




deadrise angle and loading were given. A procedure
was presented for using these equations to predict the

of & prismatic planing hull. This paper,
and the work it was derived from, presents one of the
carliest methods for predicting  planing  hull
performance and is otill widely used today. Ths
iterative method was based on choosing trim angles,
which were then fed into empincal equations that
produced wvalues for lift and moment ltcrations
continecd until these values balanced those produced
by the hull’s weight and center of gravity,

Ikeda et al. (1993) addressed the need 1o include
the effects of trim and sinkage in high speed craft
predictions by performing a set of captive model tests
with systematic variations of the model’s position
and attiude, Nine model shapes were tested. The
model was fixed to the tow carriage by a three
component dynamometer that measured lift, drag and
trimming moment. Sinkage and tnm  were
incremenially vaned to create a database of the
hydrodynamic forces for each model over a range of
Froude numbers. A compuer program was also
developed to use this datsbase 0 estimaie the
sinkage, rim angle, and resistance of a given model
at speed for a given ballast condition (displacement
and LCG). H ic forces could be
given vessel attitude in an iterative scheme antil they
were in equilibrium with the model’s weight and
LCG. Simulations of this type were found 10 be in
good agreement with results obtained from free
antitude model tests.

Brizzolara et al. (1998) presented comparisons of
wave patterns and wave resistance from both
numerical and experimental resulis. A high speed
monohull and two catamaran type hulls were used in
model testi &t Froude numbers up to 0.9. Their
boundary element code, previously used for slower
speed vessels, was extended for use on high speed
vessels by including calculations of dynamic
equilibum. Forces and moments were evaluated
afier each iteration and the model's position was
updated and re-meshed. The cycle continued unil
convergence was  achieved (usually under 10
iterations). Results for the Wigley bull in the spesd

from 0.2 to 0.8 were shown to be under
predicted for sinkage, im, and wave resistance,
though trends in the data were roughly followed.

Yang et al. (2000) extended their unstructured,
free surface, inviscid, finite clement based flow
solver (see Lohner et al., 1998) 1o account for sinkage
and trim effects in steady ship flows. Simulations
began with the model in its “abrest™ position. The
flow solution was then calculsted and used 1o
determine sinkage and heave corrections for the next
ieration. The near field mesh moved with the hull,

far field meshes remained fixed, while miermediste
mesh elements were smoothed for even transition
from the near o far field grids. Derations contimued
until dynamc equilibeium was achieved. Sinkage and
rim comections st each ieration were based on
current flow results in conjunction with the vessel's
watcrplane area and moment of inertia. Tests were
performed for the Wigley and Series 60 hulls over a
range of Froude numbers. Results indicated
significant differences in wave drag berween fixed
and free to trim and sink configurations, in agreement

ﬂulndmﬁ:idimhﬁhﬂ:ﬂuupﬂulltyni

predicting sinkage and trim.  Simulations were

performed on hulls of the naval combatant FF1052

and the Series 60. The CFD code uses the finite
for .

that although the trends in sinkage and trim were
predicted comrectly, the percentage difference in
absolute values vaned with Froude number.

The importance of dynamic equilibrium
calculations in vessel performance prediction has
been addressied by all of the above suthors. The
procedure was similar in all cases. Different hull
orientalions were lested in an iterative scheme until
forces and moments matched the required values,
Planing vessel performance is the most sensitive 10
hull orientation making the additiorsl equilibrium
calculations essential. This problem was addressed in
the cumrent work by wsing a similar Rerative
technique. A low desd-nise planing hull was chosen
{more conventional hull shapes were used by Yang et
al. 2000, and Subramani et al. 2000). Simulations
were performed using a RANS CFD code with a free
surface capruring method.

FHYSICAL MODEL TESTS

The physical model experiments were performed in
the Clearwater Towing Tank at the National Research
Council of Canada’s Instinute for Marine Dymamics
and consisted of a serics of resistance 1c8s with a
planing crafi. Tests covered several ballast



One of the consequences of these conclusions
was that it was necessary to resirict the mesh size as
mhupmm"hhnmﬁnmtupmmum
reasonsble due to the large number of small time

steps required. The final meshing sirategy that was
mﬁ.rﬂiadm:mhﬁmﬂynulldﬂmhﬂxhhﬁll!
given a fairly coarse mesh. The clements within
20 cm of the hull (model scale) were then subject to
hanging node refinement, resulting in  incrased
resolution in this arca. Mesh sizes produced from this
process ranged in size from approximately 125,000 o
150,000 elements, Solution time on a 500au
DIGITAL Personal Workstation ook from 1 to 4
days for a single simulation.

The planing model domain, shown in Figure 4,
was defined by a box (referred to a5 a “tank”) 3.5m
long, 1.6 m wide and 1.1 m tall. The still waterplane
was defined at approximately 60% of the domain
height. The model and flow field were symmetrical
about the x-z plane al the model’s centerline, 5o only
half the width of the full domain was meshed. A
symmetric boundary condition was then applied at
this location.

Figure 4: Planing Hull Model Domain

Another consequence of the small mesh size and
the lack of turbulence modeling was that frictional
resistance could not be predicted accurately. This
problem was addressed by separating forces into
simulations provided the presswre forces while the
frictional forces were determined by welkestablished
empirical means (Lewis, 1988) as described below.

The wetted lengths of the numerical model were
used 10 calculate the Reynolds number using the
mean weited lengths (Savitsky, 1964) as given by
equations [ 1] and [2].

L mi 1))

Reg=——= 2]

where,
Ls is the mean wetted length
Ly is the wetted length along the centerline
L is the wented length along the chine
Re is the Reynolds number
L is the model spead
v is the kinematic viscosity of water
The Reynobds number was used with the
Schoenherr friction line (1947 ATTC Line), given by

equation [3], to determine the coefficient of friction.
The frictional force was calculated by equation[4).

0242

= log,,(Re-C; ) k)|
F
Fomdprhy VG, [4]
where,
Cy is the coefficient of friction
Fg is the fmctional force on the hall

Ay i4 the wetted surface area of the hull
P i the denaity of water

Though only meant for fived geometrics, the
CFD code was used w0 solve for the geometry
dependent  problem of planing hull flow by
incorporating it into an Merative solution scheme. An
exiernal program was written which ran both the
meshing program (Gambit v1.2) and the solver, and
evaluated the results from simulations. Tt executed
the meshing program, adjusted the hull orientation,
and then ran the solver. The results from the
simulation were then evaluated and a new hull
orientation chosen. This proceduare is shown as a flow
chart in Figure 5. In step (2) a journal file was a text
file of commands for the meshing program Gambit.
In step (3), o scheme file was another text file but
with commands for the Fluent solver.

This method of using an exiernal program to
solve for equilibrium was found 10 work for the
planing hall case, and can also be modified for a wide
variety of problems in which the geometry of the
domain and the flow ficld are interrelated.
the planing hull evaluated in step (7) were that the net
flow-induced vertical force must equal the weight of
the model, and that the net rimming moment (taken
about the tow point) from fow-induced forces must
equal the rimming moment caused by the model’s
weight and cemter of gravity (also taken about the tow
point). These two conditions specify the atspeed
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Figure 10: Wened Area: 0-DOF

Several pressure taps were used in the physical
cxperiments o0 determine hull pressures af speed.
Comparing these results to the CFD simulations gave
some indication as to where computed pressures were
being over-predicted. Figure 11 shows the bl
pressures measured during the physical experiments
alongside those from CFD at the same locations. The
four positions are labeled in terms of their distance
from the ansom messured parallel o the hall
botom. The S0mm and 530mm positions were on the
centerling while the 620mm and 275mm positions
were S0mm 1o the port side.

Experimental hull pressures near the stagnation
region increased with increasing speed whereas the
mmwmmﬂmmm
with increasing model speed, even becoming
negative at the highest speeds. The CFD results also
followed these tremds, although there were
differences in the magnitudes when compared with
thee experimental vahses. The forward pressures seem
to be under-predicted while the afi pressures were
over-predicied. In other words, the pressure profiles
indicated by the experimental results show
ﬂulﬁdn:hl}'luwmhm:huhhuﬂﬂm
produced by the CFD simulations. Generally, the
region of over-predicted pressure (near the aft of the
hull) was larger than the underpredicied region,
which was solated to ncar the leading edge of the
air'water interface’. The net result of these higher
than expected pressures led 10 an overprediction of
both drag and lift on the numerical model, despite a
good comclation for wetted area and frictional
resistance.
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Figure 11: Hull Pressures

The hull pressures along the centerline of the
hull are shown in Figure 12 for the CFD simulations,
Given in terms of pressure cocfficient (defined by
equation [3]), several characteristics became appanent
between model speeds. First, the wetted length was
seen 10 decrease with increasing speed, as given by
the locations of the peak pressures. The peak
pressures, in terms of pressure coefficient, also
decreased with increasing speed, although this was
actually found 10 be a consequence of trim angle. The
figure also shows the relative contributions 1o net lift

* The forward pressures were sensitive 1o the location
of the leading edge due to a large pressure gradient
near this region. Aft pressures were less sensitive
due 1 a relatively smaller gradient.



sinkage and trim of the hull needed 1o properly

The behaviour of the forces and momenis in
response to changes in hull positions followed fairly
limear trends (over a small range of sinkage and trim
angles). This allowed for some inerpolation of
valucs, thereby saving compuistion time. Typically
anywhere from & 1o & fterations were used 1o
determing the equilibrium position of the hull per
speed tested,
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Figure 5: Flowchart for Equaibrium Program

0-DEGREE OF FREEDOM RESULTS

This section presents the results of CFD simulations
where the orientation of the hull was set to match
cach speed (shown in Figare §). These tests were
wed 1o directly compare the expenmental and
computational results for the planing hull model.

In general, the CFD results for the Odegree of
freedom case were higher than those seen in the
experimental results. Shown in Figure 7 are the total
resistance curves for the experimentsl results, the
CFD resulis, and those obtained by applying

Savitsky's method (Savisky, 1964) The results from
Savitsky's method under predicted the experimental
results, though at higher speeds the results tended to
improve. The CFD resulis were above ithe
experimental resulis, particularly in the 3,000 4.0 m's
range. Similar trends are seen in Figure 8, which
ghows only the component of resisance from
pressure forces. Savitsky's method uniformly under
predicts the experimental data, while the CFD results
over predict the experiments. The worst companison
was at 3.0 m's.
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Figure &: Experimental Sinkage' & Trim Results

gégg'suua!
Surduage jrmm]

on L F2] in aq L 1] L 1-] LA 1]
il Spesd jnl

Figare T: Total Resistance: 0-DOF

The frictional rewstance resuls, shown m Figure
9, were well matched between the three sets of data.
This was primanly a consequence of the similarly
compliant wetted surface area results shown in Figure
10, Small deviations in the CFD results were hikely
due to experimental émor in the determination of
sinkage used o set the vertical position of the
numerical model for these simulations. As these
variations were small, they cannot account for the
high valses of wital resistance. High walues of

' The sinkage values given are the difference between
the vertical positions of the low point at speed 1o the
tow point af rest. Positive values mean the tow point
has risen.



specds, there was a pronounced hump in the aft
region caused by hydrostatic pressure. As speed
increased this hump gradually dissipated.
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Figuare 12; Pressure Distributions on Hull Centedine

The pressure profile for a CFD simulation of the
model at 5.0 m's forward speed is shown inFigure 13
as a pressure elevation plot. The pressure on the hull
is represented as a 3D surface shaded by value. These
results were consistent with some experimental data
on prismatic hulls presented by Hirano et al. (1990),
which gave a similar plot but based on physical
model data.

Figure 13. Hull Pressure (Model Speed = 5.0 mis)

In order 10 betier understand the differences
between the numenical and experimental free stream
velocities and pressures, their profiles along the
centerline of the hull were examined. Figure 14

shows the total pressure from a typical CFD
simulation along with experimental walwes, Also
shown is the CFD velocity profile with experimental
values (measured at pao positions on the hull using a
laser Doppler velocimeter). Velocities were taken st &
position 15mm from the hull surface o ensure they

were outside of the boundary Layer,
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Figure 14: Pressure Profiles on Hull Centerline

These results were typical for this set of lesis.
Pressure was under predicied at the front of the hull
and over predicted at the aft part of the hull. The

shift between the CFD results and LDV
results from the physical experiments could be
explaimed by a possible bias error in the physical
measurement. However, the simulations significantly
over predicted the net pressure force, suggesting that
velocities were indeed being under predicted in the
aft region.

The results from the zero degree of freedom
simulations were found to follow the trends expected
for & planing hull, although net pressure was over
predicied. As net lift was higher than required for
equilibrium, the next step was o balance net lift to
the model’s weight (in isolation of trim angle and
tnmrming moment). This process is presented in the
mext section.

1-DEGREE OF FREEDOM RESULTS

In this set of tests, the model’s vertical position
relative 10 the waterline was aliered by the
equilibrium program so thar net lifi balanced the
model’s weight. The trim angle used for each speed
wis that measured during the physical experiments.
The goal of these tests was o determine the
sensitivity of the model to sinkage, and 1o establish
whether deviations in the Gdegree of freedom moded
could be attnbuted 10 experimental error in this
parameter.



location and magnitude of the resultant pressure force
on the hull. As the location of this foroe was not
relevant to the decomposition of the vector into Lifi
and drag on & flat plate, altering the vertical position
of the model was therefore equivalent 1o simply
changing the magnitude of the resultant pressure
force. The end result was that by requiring the lift
component of this pressure foree to equal the model
weight', the drag force was inadvertently fixed 1w a
value dependent only on the trim angle (given by
equation [6]).

Dy = Wie, -tanlz) [6]
where,

D, is the pressure drag

Wiose 18 the mode] weight

L 4 1% the tnim angle

The drag force given by equation [6) is also
shown in Figure 18 (labeled ‘Pressure Vector'),
There was & close maich between both the
experimental and numerical results 1o the theoretical
values, particularly between 4.0 and 6.0 m/s. There
were, however, discrepancies such as ot 3.0 m/'s. The
the experimental value was somewhat larger. The
reason for this difference lies in the bull shape, and
the difference in smiaige values for the numerical and
experimmental results.

As discussed, the CFD sinkage values were all
somewhat larger than the experimental values, so that
the CFD hull was relatively higher in the water. The
numerical simulation &t 3.0 m's had a water connct
area that stll satsfied the ‘flat plate” model and
therefore had a pressure drag matching the theoretical
value. In the physical experiments at this speed, the
model was shightly lower i the water and the contact
arca included a region of the hull hat began sloping
upward towards the bow. This changed how the
resultant pressure force was decomposed into ift and
drag components, An illustration of this effect is
shown in Figure 19. Part A) in the figure shows ithe
flat plate case, while pant B) simplifies the cwurved
hull case with two flat plates at different angles.
Although the net hift for the two cases is sdentical,
case B) has a slightly larger drag value.

The differences in contact arca between the
experimental and numerical simulations are best
described in terms of the length of the wetted

' The constraint was actually that the net lift on the
hull was equal o model weight. however, the
contribution o net lift from frictional forces was in
all cames bess than 1%

distance that the wetied swface area exiended
forward on the hull bottom. Shown in Figure 20, the
weited lengths for both the CFD and expenimental
tests are presented. Also shown in the figure is a line
designating the point st which the hull begins to

curve upward towards the bow. Points below this line
followed the flar plate model and had pressure drag
measurements matching the theoretical values. Points
above this line tended to have higher pressuredrag
values than given by equation [6].

I
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Figuare 20: Wened Centerline Length: 1-DOF

The results from thes set of simulations bed to the
following conchusions. They show that by removing
the frictional drag J(calculsted by the method
dizcussed) from the total measured drag, the resultng
pressure drag falls on the curve predicied by simple
theory, thereby wvalidsting the force componemt



The resistance curves for the CFD runs, the
experimental tests, and Savitsky's method are
presented in Figure 15, The bump speed, bollow and
registance imcrease were all clearly followed by the
the Savitsky results.

Figure 15; Total Resistance: 1-DOF

The frictional resistance, shown in Figure 16,
whwhnﬂ:wluﬂum'n__

were attributed to the fact that the final sinkage
values for the simulations that satisfied the l-degree
of freedom equibbnum condiion wene higher than
those measured dunng the physical experiments.
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Figure 16: Frictional Resistance: 1-DOF

Figure 18 shows the pressure resismnce for the
numerical, experimental and Savisky resulis. The
pressure  resistance  wadk  computed  for  the

experimental results by first calculating the frictional
component, and then subtracting that value from the
tofal measured resistance. The numerical pessure
resistance was computed by directly integrating the
pressure forces over the hull area. The results for the
I-degree of fresdom CFD simulstions closely maich
those from the experimental results, despite the
differences in sinkage, wetted arca and fuctional
resastance. This match was atinbuted 1 a
combination of the nature of the |-degree of freedom
constraint, and the shape of the hull,
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Figure 18: Pressure Resstance: 1-DOF

The l-degree of freedom simulations requinal
that the net lift (vertical foroe) exeried on the model
was equal 1o the model's weight. When planing at
hlﬂltpn:ﬁ.ﬁ:pmﬁmnfﬁ:hﬂlmmﬂhﬂmﬁﬂ:
water was essentally planar in dhe longiudinal
direction. This and the fact that the transom was dry
meant that the system could be crudely represented as
a flat plate with & pressure force acting perpendicular
ip it. This force can be expressed as a wvertical
component (lift) and a borizontal component (drag),
whose magnitudes depend on the size of the pressure
force and the trim angle of the plate (see part A in
Figure 19). In a |-degree of freedom simulation, the
trim angle was held constant while the vesical
posihon of the hull was aliered, thus changing ihe



were higher in the aft region and lower near the
ar'water  nterface  than  the  experimental
measurements. Free stream velocities followed the
experimental rends, but were offset w lower values.
In general, the computed flow was qualitatively
consistent with experimental observations of planing
hull flow, but actual values tended to deviate from
the physical data

2-DEGREES OF FREEDOM RESULTS

The last set of simulatons involved solvimg for
dynamic equilibrium of the steady state motion of a

pressure forces computed for the planing hull. As
discussed for the |-degree of freadom case, the CFD
hull was lified higher than expected w2 balance the
model’s weight at the expenmental tnm

the madel was also substantially reduced.

As the magnitude of net pressure force was
effectively fixed by the lift equilibrium requirement,
the only alternative left 10 increase the trimming
momeni was o shift s location forward. This was
achieved by lowering the running trim angle. Other
consequences of this mowe were an incresse in
wetied area, and hence Frictional drag, a decrease in
sinkage, and a decrease in pressure drag.

* In fact, provided the water contact arca is within the
portion of the hull withowt longinodinsl curvanere and
the transom is dry, the frictional component of drag
could be determined simply by subtracting the
theoretical pressure drag from the measured iotal
drag.

shown in Figure 21 and Figure 32 respectively. The
trends were roughly followed, though there were
shifts in the relative locations of the curves on the
plots. The trim anghes were all wniformly lower and
the peak was shifted from approximately 3.2 m's 1o
between to 2.0 m's and 3.0 m's. Sinkage values were
improved shightly from the l-degree of freedom
model but were still higher than the experimental
values.
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Figure 21: Running Trim: 2-DOF
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Figure 22; Sinkage: 2-DOF

Figure 13 gives an illustration of typical model
orientations for the three sets of simulations: that were
performed. The twp bull has & tim and sinkage
comesponding to the experimental measurements, or
the O-degree of freedom model, The second hull has
the same trim angle but has been lified higher out of
the water and represents the l-degree of freedom
madel. The last bull shows the 2-degree of freedom
orientation, lower in the water than the second hull
and with & smaller trim angle.

In general, the wetted lengths followed the
pattern shown in the figure. The 2-degree of freedom
orientations had larger wetted lengths than the
experimental values even though they had maiching
vertical forces and trimming moments. Thi increase
in length was attributed 1o the fact that the net
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Figure 27: Total Resistance: 2-DOF

CONCLUSIONS

Predicting the performance of a planing hull requires
the solation of dynamic equilibrium It & through
balancing lift and trimming moment with the model's
weight and center of gravity that the proper trim
angle and sinkage are determined. These parameters
are essential for an sccurate prediction of resistance,
The goal of this project was 1 extend the ability of &
commercial CFD package to handle this ope of
calculation, thereby making it & versatile tool for
estimating planing hull performance.

The first siep was to evaluaie the CFD method in
direct comparison with physical experimental duta,
The results of this test showed that velocities and

pressure profiles were in qualitative agreement wiih
WWHW,M“‘HH
over prediction of met pressure leading to higher lift
and drag values (by as much as 20 N). The numerical
model was then tesied in a |-degree of freedom (in
vertical only) system in onder 1o balance the
lift forces with the model"s weight. The pressure drag
improved o within 5% of the expenimental values,
although this did lead o a smalle wetted area and
hence an under predicied frictional resistance by up
w 10%. In simulstions iovolving full dynamic
equilibrium, trim angle was foumd fo decrease as
much as 2° in order 1o balance the trimming moment
while simultaneously sausfyng the Iift requirement.
This increased the wetted arca but decreased the
pressure drag, leading to low total resistance resulis.

All of the CFD results followed wends
characteristic of & planing hull, However, for each set
of tests, the curves were shifed or siretched im
reaction to the requirements of each case, in response
i high net computed values of pressure. For both
cases of dynamic equilibrium (l-degree of freedom
and Z-degrees of freedom), these high bull pressurcs
led 1o low otal resistance values. This resull may be
counter-intuitive, but was a comsequence of the
model’s ability 10 change its onentation in response
io the flow field.
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The cause of the relatively high pressures in the
CFD simulations was mot determined. They could be
caused by insufficient grid resolution, a common
problem in numerical approaches. A grid dependence
study was conducted, but did not investigate the
effects of large element count increases (on the onder
af 10 times or more than those used here). Another
possible contributing factor was the lack of
turbulence modeling in these tests. Proper turbulence
simulation could alter the character of the pressure
profiles and lower the net pressure, The treatment of
gpray was aleo 4 possible contnbuting factor.
Although the YVOF free surface caphering method
does allow for fluid 1o be ejected from the near hull
above the free surface, 1 was not necessarly
equivalent 1o the spray produced in the physical
cxpeniments. This phenomena may need o be
modeled in fumre simulations. Despite the high
pressure values, the results of these predictions were
viluable and the procedure for sobving dynamic
equilibmum was proven to be successfial.
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The increased wetied lengths illustrated inFigure
23 alo led 1w larger wented arcas, Whereas the J-
degree of freedom simulations under predicied
wetied area, the 2-degree of freedom showed & slight
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DISCUSSION

L. 1. Dociors
The University of Mew South Wales, Ausiralia

At the leading edge of the wetted surface of a
planning huall (just behind the spray root), one
has & stagnation region. Since the elevation of
this point is wvery small (relative 1o the
undisturbed free surface), one should realize a
pressure coefficient of unify st all speeds,

Your results display a pressure coefficient much
less than unity (0.1 o 04} Could you please
comment?

AUTHORS' REPLY

The peak pressure coefficients in the CFD
amulstons were ndeed well below the
theoretical value of 1.0 predicted by classical
planing theory (eg. DuCane 1964). Peak
pressures were nol measured duning the physical
expeniments of this model for companson.
However, measurements of (he pressune
distribution (including the leading edge) on a
planing hull model were conducted by Hirano er
al. (1990). The peak pressure coefficients
measured in these experiments were in the range
of 0.3 - 0.4 putting them much closer w our
computed values than the theoretical value of
1.0, It was also determined in our study that the
pressure force on the hull, which contradicts the
bowe.

Another consideration was rmaised when the
compuied peak pressure cocfficients, though
independent of spoed, were found W be
dependent on tnm angle as shown in Figure 24,
In planing theory the peak pressure would be 1.0
np‘dhﬂ.nfrhn-u:lt This means that the
peak would have 1o jump
mmmlyﬁmﬂﬂ{h;hﬂlmlhm
trim angle} to 1.0 given even the slightest
imcrease in trim. Such jumps are difficult for real
flows.

The behaviour of the spray rool region also
differed somewhat from the theoretical
prediciions. In the CFD model there was no flow
projecied forward (relative 10 the model) as
spray. In the physical experiments, only & small
rickle of waler preceded the leading edge, the
vast majority of spray was directed aftwards and

Ilt:pnﬂ'blultu:rqum

wmmlmm&:mpﬂmm

example, those done by Hirano ef af, 1990) or
by the curment numernical predictions. However,
the abowe observations lead to the aliermate
conchmsion that planing theory based on a 2D flat
plate 15 insufficient to desenbe the flow around &
realistic 3D planing hull form.

DISCUSSION

Hoyte C. Raven
MARIN, The Metherlands

From your Figure 1, the hull form appears o be
very flal. Therefore, a smooth bow wave will
ot exist, spray/breakingjet formation will occur
at the intersection, and | suppose your choice for
a VOF method may well be appropriaie. To gei
an idea of how the method is performing in this
area, can you show us what the computed bow
wave and wiave pattern look like?

AUTHORS' REFLY

Figure 128 shows (he free surface on the
centerling plane (symmetry plane) of the model,
The transom was dry as a gently sloping wave
was produced behind the model. Free surface
contours o elevations of +]15mm st Smm
increments are shown in Figure 29. The stem
wave is shown as well as the beginnings of the
sysiem of divergent waves. These results are
qualitatively in agreement with ithe waves
observed during the physical experiments, which
are shown in Figure 30 (coloursd by elevation of
the surface, blue represents the lowest kevels, red
represenis the highest).

The am'water mierface om the hull, which
designates the wetied surface arca, wetied
shown in Figure 31, The shape and contact

‘E



closely matched those from the physical
experimenis. An image from the underwater
video of the physical model experiments is given
i Figure 32,

Frgure 321: Woetted Surface Area from
Experiments

Figure 28: Free Surface al Centerline Plane

Figure 30: Wave Profiles from Physical

Fugure 31: Wetled Surface Arca from CFD



